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Abstract

The Acquisition Support Program at the Carnegie Mellon Software Engineering Institute

assists organizations that develop Department of Defense hardware/software hybrid systems
by participating in technical reviews and other validation activities. During recent customer
engagements, it has been noted that some development teams do not demonstrate a consistent
understanding of integrated diagnostic system needs. In particular, software engineers seem
to lack the experience needed in this area. Since software engineers frequently derive the
low-level requirements for developing diagnostic systems, a lack of knowledge about
deployed testing environments can have significant impact. Failure to adequately address the
integrated testing needs of a system profoundly impacts its supportability and, consequently,
the cost of that system throughout its life cycle.

This report attempts to fill in these gaps in knowledge and experience by presenting an
overview of the operational diagnostic life cycle of a system. In addition, it outlines how a
system's operational profile impacts diagnostic tradeoffs.
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Author's Note

Coincidentally, while I was developing this report, the following news story was posted on
the U.S. Air Force news Web site:

Report: Flight control system problem caused F/A-22 crash

LANGLEY AIR FORCE BASE, Va. (AFPN) -- A flight control system
problem caused an F/A-22 Raptor to crash on the runway at Nellis
Air Force Base, Nev., on Dec. 20 [2004], according to an Air Force
report released June 8.

The pilot ejected and sustained minor injuries. The $133.3-million
aircraft, assigned to the 422nd Test and Evaluation Squadron at
Nellis, was destroyed when it crashed. Additional damage was
limited to an arresting cable, runway guide sign, runway light and
the runway itself.

The flight control system malfunction was caused by a brief power
interruption to the aircraft's three rate sensor assemblies, which
caused them to fail. The assemblies measure angular acceleration in
all three axes: pitch, roll and yaw. With three failed assemblies,
the F/A-22 is not able to fly, investigators said.

When the pilot shut down engines for maintenance servicing, he left
the auxiliary power unit running. Based on technical order
guidance, he believed the power unit would supply continuous power
to the flight control system. However, there was a less-than-one
second power interruption to the assemblies during engine shutdown.

There is no automatic warning of this condition. To discover it,
the pilot would have had performed a diagnostic test. The pilot
accomplished a successful test before engine shutdown, and because
the power unit was on, he believed a second test was unnecessary.
(Courtesy of Air Combat Command News Service)
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1 Introduction

1.1 Background
During several technical reviews of software-intensive Department of Defense (DoD)
systems, an insufficient focus on logistical support software has been noted. In this context,
the phrase logistical support software denotes those items in hardware/software hybrid
systems that provide system support, rather than satisfy "functional" requirements. One of the
primary logistical support software environments in these software-intensive systems is an
integrated diagnostics and health management (DHM) environment.

1.2 Examples and Observations

During an Independent Technical Assessment (ITA) of a large system, it was determined that
a large and contentious problem existed in the area of operational supportability. The
acquisition activity failed to properly interpret and implement the fault detection/fault
isolation (FD/FI) requirements. This resulted in the need for highly skilled technicians to
support the system. However, technicians with appropriate skills and detailed system
knowledge were not available to support the system within the command (organically) and
the force structure and policy demanded that this support be organic. This left the developers
and users of the system at an impasse, which was only resolved with great difficulty.

During a program office engineering augmentation engagement, it was noted that the
distributed, multi-organizational development team did not have a detailed understanding of
the diagnostic missions that the system would need to support. This meant that it was not
possible for them to consistently derive appropriate requirements for the design and
implementation of their DHM environment.

Programs consistently focus efforts on the satisfaction of "functional" requirements at the
expense of the "non-functional" logistical support requirements of reliability, availability,
supportability, and modifiability. These "non-functional" requirements are strong system and
software architecture drivers. In particular, the successful definition and implementation of a
DHIM environment requires close interaction between hardware, software, systems, and
logistics engineering teams.

Too often, DHIM support activities are delegated to a single, isolated team for
implementation. This leads to the implementation of environments that are underspecified
and insufficiently usable or capable. This drives life-cycle costs upwards significantly and
can yield unsatisfactory evaluations of operational suitability during Operational Test &
Evaluation (OT&E) events.
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1.3 Document Scope and Audience

This report defines the types of diagnostic missions that any operational system needs to
support. It discusses the types of diagnostics required to support these missions and some of
the characteristics of these diagnostics. It provides a context for developers to determine the
proper level of support and a rationale for their decisions. This report also addresses some of

the areas in which capability gaps currently exist in the state of practice.

The intended audiences of this report are the project software engineers and systems
engineers responsible for refining and implementing requirements for integrated diagnostic
capabilities in DoD hardware / software hybrid systems. Program Office personnel who
define, capture, and document diagnostics-related requirements, or who monitor the

development of systems with diagnostics requirements may also find this paper of interest.

1.4 Document Overview

This report is organized as follows

* Section 1 presents background information: the motivation for the paper and the intended
scope and audience.

* Section 2 defines types of operational diagnostic missions and presents a diagnostic

mission life-cycle model.

* Section 3 defines testing terms and environments.

0 Section 4 defines characteristics that integrated diagnostic environments should have to
support diagnostic missions. It also discusses the effect that the system operational
profile has on the diagnostic environment characteristics.

• Section 5 outlines capability gaps that exist in current diagnostic environments.

* Section 6 addresses advanced topics in integrated diagnostics, such as the embedment of

Interactive Electronic Technical Manuals and the concept of Prognostic Health

Management.
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2 Types of Diagnostic Missions

To operate and support a system, different diagnostics activities must be supported. In this
report, we refer to these activities as diagnostic missions, because we are relating them to
aspects of the system's operational mission. The diagnostic missions we will discuss include

* Verification of Operational Readiness

* Fault Detection and Characterization

* Fault Isolation

* Diagnosis and Repair of Repairables

* Other Maintenance Actions

Each of these diagnostic missions is described in more detail in the following sections.

2.1 Verification of Operational Readiness

The Verification of Operational Readiness diagnostic mission is the process that verifies to
the operators of a system that the system is capable of meeting the requirements of their
operational mission. This process typically begins with system power-on and ends with
operator assurance that the system is operable. The intermediate steps consist of a number of
offline diagnostics that run as expeditiously as possible with minimal operator involvement.
These diagnostics may not be comprehensive in that they may not isolate failures, but they
are complete in that all operational data and functional paths are verified.

For example, a flight simulator training suite performs a collection of power-on self tests,
followed by a collection of open and closed loop tests to verify the proper operation of the
simulator hardware prior to the first of the day's training missions. (See Section 3.1 for
definitions of open and closed loop testing.)

2.2 Fault Detection and Characterization

After operational readiness has been achieved, the system commences operation. Fault
Detection and Characterization is an ongoing diagnostic mission to detect possible faults in
the functioning system. The goal is to detect the presence of faults and to characterize their
effects so the operator can determine if the mission is affected. If the mission is affected the
system may continue to operate in a degraded mode or it may be declared inoperable. If the
system has failed, then the operator executes a fault isolation and repair process to restore the
system to operation.
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For example, an aircraft flight control computer performs continuous, periodic self-
evaluations of its capability and performance. In the event of out-of-tolerance operation, the
aircrew is alerted to the fault and a backup resource is granted control of the system.

2.3 Fault Isolation

Fault isolation is a refinement of the fault detection and characterization process. The goal of
fault isolation is to locate the failure within a single (or small group of) replaceable items
which if replaced, restore the system to operation. Diagnostic hardware and software may be

aided by historical data and procedural activities to narrow the field of possible failure
sources and focus the diagnosis and repair activities. The correlation of faults to the item or
items that have failed can be very complex.

Example: A data cable fails in a satellite communications system and irregular faults are
reported on a single network link from the modem unit. Technical manuals note the fault

condition and attribute it to either the satellite modem, the boundary router of the network
link, or the connecting cable. Replacement of the modem from spares fails to correct the
fault. Since diagnostics from the router indicate that only this connection is having problems,

the technicians replace the cable and the intermittent fault does not recur. Inspection of the
cable reveals a crimp where the cable was pinched by a floor tile, causing crosstalk on the
cable and an increase in the bit-error-rate of the resulting connection.

2.4 Diagnosis and Repair of Repairables

After a failed item has been isolated, removed from the system, and replaced, it must be
evaluated for repairability, repaired or discarded if it is not repairable, and the repair verified

for correct operation. The first and last of these steps are performed by the comprehensive
tests available in the integrated diagnostics environment. In the event that these integrated
diagnostics are insufficient to isolate the failure to a repairable unit (as opposed to a

replaceable unit), then additional manual or automated test equipment (ATE) and custom
diagnostics are employed. Manual, ATE, or custom diagnostic activities typically take place
in either intermediate or depot maintenance support facilities, as depicted in Figure 1. In
many cases, the depot support environment is the equipment vendor, rather than a military
service depot.

Example: An aircraft RADAR data processor (RDP) failed built-in testing (BIT). The
processor was removed from the aircraft and sent to the base avionics maintenance shop,
which isolated the failure to a single card. This card was replaced with one from spares and
the RDP was returned to inventory. The failed card was sent to the central avionics

maintenance depot for further diagnosis and repair. The technicians discovered that tin
whiskers were growing from an integrated circuit (IC) package down to the circuit itself and
causing it to short out. Tin whiskers are electrically conductive, crystalline structures of tin

that sometimes grow from surfaces where tin (especially electroplated tin) is used as a final
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finish [NASA 05]. Since this failure mode was not previously known, the IC package was
replaced to repair the board and a more permanent replacement solution was sought to
increase overall reliability [Nordwall 86].

2.5 Other Maintenance Actions

Systems will typically need other maintenance actions that must take place either periodically
or on an event-driven basis. These activities are most likely associated with installation,
configuration, or re-configuration tasks, or are associated with on-going calibration and
alignment activities. Another class of "other maintenance actions" is pre-programmed
preventive maintenance actions, which are not specifically addressed in this report but can be
logically grouped as calibration and alignment activities or as Verification of Operational
Readiness diagnostic actions. Ideally, preventive maintenance actions evolve into Prognostic
Health Management, an advanced topic covered briefly in Section 6.

2.5.1 Installation and Configuration

Installation and configuration maintenance activities are special activities that transition a
system from its stored state into a ready-for-operation state. The extent of this activity varies
depending on the type of system and installation. However, it is expected that an initial
calibration and alignment activity must be performed as part of installation and configuration.

Example: An aircraft-mounted directional antenna is being installed on an aircraft body.
Accurate antenna pointing is required, so the antenna mounting ring must be correctly
aligned on the aircraft body and the antenna mounted on the ring. Following installation,
local body effects on the transmitting and receiving antenna elements are tuned to the correct
configuration.

2.5.2 Calibration and Alignment

Calibration and alignment actions are activities that are required to align system components
to their proper orientation and to calibrate sensor components to their correct operational
limits.

Example: A flight simulator visual system contains a steerable target projector. This projector
is driven by synchro servos and position feedback is provided by a set of resolvers. In
addition, each projector has a "home" position determined by a set of micro switches. The
synchros and resolvers drift over time, both relative to each other and relative to absolute
home, requiring periodic recalibration for correct operation.

2.6 The Diagnostic Mission Life Cycle

The five diagnostic missions described in this section exist within a diagnostic mission life
cycle, which is depicted in Figure 1.
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System

Failure
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Rpir or Replace
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Verification Verification Isolation

Repair of Repairables

-------------------------------------------------------------

Figure 1: Diagnostic Mission Life Cycle

Systems consist of one or more configuration items, packaged as line-replaceable units
(LRUs). LRUs are intended to function as the replacement items for organizational-level (0-
level) maintenance activities. The LRUs themselves consist of one or more Shop
Replaceable Units (SRUs). SRUs are intended to function as the replacement items for
intermediate-level (I-level), and depot-level (D-level) or vendor repair. SRUs can themselves

consist of repairable (or replaceable) item components for which repairs or replacements are
typically performed at the vendor or supplier level.

System operators perform regular operational readiness verification tests, usually at the start
of a mission, to ensure that they have a capable system. If they do not have a capable system,
or if the operating system fails, they (or their maintenance technicians) perform detailed fault
detection and characterization activities. These activities are designed to determine if there is

an actual system failure (false alarm rejection) and the operational impact of the detected
failure. If the failure is not central to the mission, or if workarounds exist, they may choose
to operate the system in a degraded mode for a period of time.

Eventually, however, the failure must be corrected. This task begins with fault isolation

activities, which are designed to isolate the failure to a single or small group of LRUs. The
failed unit is then replaced from stores and begins the repair of repairables process. The
"repaired" system is verified by using the operational readiness evaluation and is then
returned to normal operations.

Meanwhile, the failed LRU is routed into the logistics system for repair or replacement. A
system of one or more depots exists to support enhanced diagnosis and repair of the failure.
Depots can consist of localized I-level facilities, as well as facilities at a centralized facility
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(D-level), or the system developer. Technicians at a depot attempt to isolate the failure

progressively to the next smaller repairable or replaceable item (SRU or other component)
that is compatible with the capabilities of the depot. After the failure is isolated, the
component is repaired or replaced and the correction is verified up through the sub-

assemblies until the completed item is returned to stores for reissue and reuse.
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3 Types of Diagnostics

There are several types of diagnostics (tests or procedures) that have been developed to
address the needs of the diagnostic mission areas. Diagnostics can be characterized by a few
attributes

* interactive nature of the diagnostic (closed or open loop)

* location of the diagnostic (in situ or in depot)

* degree to which the diagnostic can be performed during normal system operation (online

or offline)

3.1 Closed and Open Loop Tests

Diagnostic software can be categorized by the need for operator interaction to complete the
test. These categories are generally known as closed loop and open loop tests.

3.1.1 Closed Loop Tests

Closed loop tests are tests that do not require operator interaction to complete successfully. A
loopback path from the actuator (or data source) to a sensor (or data sink) which is used to
verify correct operation. Because no human interaction is required in the test loop, the loop is

said to be "closed." Examples of a closed loop test include communications interface
loopback tests, discrete and analog output loopback tests (where hardware support is
available), and other special purpose electronic interfaces where diagnostic loopback paths
have been designed into the hardware.

Closed loop tests can affect the operation of the system during their execution and may not be
comprehensive. For example, a closed loop test may not verify end-stage hardware such as
line drivers/receivers, lamps, and attached instrumentation.

3.1.2 Open Loop Tests

Open loop tests are tests that require some kind of operator interaction to complete and
determine whether the test succeeded or failed. With an open loop test, there is no loopback
path from the source to the sink that does not include an operator. A human is part of the test
loop, so the loop is said to be "open." Examples of open loop tests include lamp and gauge
tests, switch tests, and other tests that usually involve operator controls and displays.
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3.1.3 Why Aren't All Tests Closed Loop?

It is difficult and expensive to design special purpose hardware to "close the loop" on open

loop tests that require a human to monitor operator controls and displays. For example,
performing closed-loop testing of all keys on a keyboard requires additional hardware to

actuate the keyboard switches. Building in this specialized hardware just for diagnostic
purposes may not be cost-effective, and may actually reduce the overall reliability of the

system.

3.2 Test Environments

Tests can also be categorized by the environment in which they exist or are exercised and the

time or system state in which they are executed. Two testing environments are in situ and
depot. In situ tests are characterized by tests that are executed offline (with respect to the
basic function of the system) and those that are executed online. Depot tests are characterized
by tests that are run where the equipment (or unit under test [UUT]) is installed outside of the

normal operating environment.

Table 1: Test Environments

In Situ Offline Power-On Test Basic

Extended

Initiated Test Closed Loop

Open Loop

Alignment & Calibration

Online Continuous Test

Depot BIT Environment As for In Situ testing above

ATE Environment

3.2.1 Testing in In Situ Environments

In situ tests are executed at the O-level, with the UUT installed in its normal operating
environment. In situ test are often referred to as BITs and can also be categorized by their

execution time relative to system state. In situ test and BITs can be conducted offline or
online. Offline tests are executed outside. of normal system operation, often in a specialized
test environment. Online tests are a collection of background diagnostics that can run in

parallel with normal system operation without affecting it. Offline and online in situ test and
BITs are described in more detail in the following sections.

3.2.1.1 OfflineTests

In situ offline tests are characterized by when and how they are executed. Typically, a
collection of tests is run when the system is powered-on and initiated, with additional tests
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being run on request. These tests are executed when the prime function of the system is non-
operational, or "offline." The power-on and initiation tests directly support the Verification of
Operational Readiness diagnostic mission, while operator-initiated tests more directly support
the Fault Isolation, Repair of Repairables, and Other Maintenance Action diagnostic
missions.

Offline in situ tests can include power-on BITs, power-on self-tests, and initiated BITs, which
are described in more detail in the next section.

3.2.1.1.1 Power-On BITs, Power-On Self-Tests, and Initiated BITs

Power-on BITs, often referred to as PBIT (power-on BIT) or IBIT (initial BIT) tests, are tests
that run automatically when a system is powered-up and initialized. They are typically
closed loop and support the Verification of Operational Readiness mission. PBIT tests can
have an additional sub-category of tests called power-on self tests (POSTs). POSTs are a
subset of PBITs. POSTs are a set of low-level tests, usually developed by a commercial off-
the-shelf (COTS) hardware vendor or specialized hardware developer. They are hosting in
non-volatile memory and execute prior to system software boot. One of the jobs of PBIT is
to collect the diagnostic information from the various POST tests.

Initiated BITs, (IBITs) also referred to CBITs (commanded BITs) are tests that run when an
operator initiates them. IBITs support the Fault Isolation and Diagnosis and Repair of
Repairables missions. Initiated BITs usually consist of a subset of PBIT tests augmented with
additional diagnostics. The additional diagnostics can include open loop tests to verify
controls and displays and tests to verify proper communication and interaction with other
connected systems. Initiated BIT tests can run as a single iteration or as a repeating set of
one or more tests. Repetitive execution of the tests is necessary to help detect and isolate
intermittent failures.

3.2.1.1.2 Other Maintenance Actions

Other maintenance actions are diagnostic actions that may not be tests per-se, but are
necessary for proper system operation. Other maintenance actions can include running
software to support initial system set-up and verification and performing periodic tasks to
verify system alignment and calibration.

3.2.1.2 Online Tests

In situ online tests are run periodically or continuously in the background during normal
system operation. Continuous BITs or periodic BITs are online tests that run in the
background to support the Fault Detection and Characterization diagnostic mission. They are
typically either closed loop tests or statistics collection activities that attempt to verify that
data is flowing properly across the entire system. Examples of continuous BIT tests include
the collection of network interface error statistics (such as checksum failures or parity errors)
and other closed loop tests that can be run without affecting normal system operation.
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The purpose of these tests is to support the Fault Detection and Characterization diagnostic

mission and to provide sufficient Fault Isolation to support line maintenance operations. Line
maintenance operations consist of component replacement and other adjustments made at the

LRU level.

3.2.2 Testing in Depot Environments

Depot or "vendor" tests are run when the UUT is installed outside of the normal operating
environment. The goals of testing in a depot environment are to verify that new components
function properly and to support the Repair of Repairables diagnostic mission.

Testing in a depot environment typically includes, but may not be limited to, all of the in situ
tests run for an LRU. These tests are run to verify that an LRU has failed or has been
repaired and to focus additional diagnostic and repair activities that are available only to the

depot, vendor, or hardware developer.

Depot tests that are executed below the LRU level typically require the support of additional
ATE. The development, standardization, configuration, and use of ATE is its own complex
domain and is beyond the scope of this report.
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4 Characteristics of Diagnostic Environments

The diagnostic missions defined in Section 2 determine some overall requirements for testing
environments. This section discusses the derived needs of the in situ, offline testing
environment, which includes power-on BIT, POST, and Initiated BIT. Several of the derived
needs discussed also apply to depot testing environments.

4.1 Initiating Tests

PBITs are initiated automatically when power is applied (Phase 1) and the system is
initialized (Phase 2). Phase 1 tests typically consist of low-level POSTs run on the machine's
processor, memory, and attached hardware. Phase 2 tests typically consist of additional
closed loop testing to verify subsystem interconnects and other configuration-determined
items. Initiation diagnostics should include sufficient closed loop testing to provide
reasonable assurance of the correct operation of the system; additional open loop testing can
be required to verify controls and displays.

Initiated BITs are initiated by an operator. Because initiated BITs interfere with normal
system operation, the system should be placed in non-operational mode either prior to BIT
initiation (recommended) or as a consequence of BIT initiation. Other aspects of the BIT
initiation environment are addressed in Sections 4.2 and 4.3.

4.2 Grouping Tests

The set of available discrete Initiated BIT tests may be large to provide comprehensive test
coverage. Some of the tests can take an extended period of time to complete (e.g.,
comprehensive memory diagnostics). In addition, a system may contain a large number of
LRUs, each requiring separate testing. Also, to support effective fault isolation, BIT tests
must be able to be grouped at the LRU level. The tests should be able to be grouped at the

SRU level.

Consider the need for operator interaction when providing the capability to group tests.
Closed loop tests should be able to be grouped separately from open loop tests. To support
repair verification, tests can be grouped but should be able to be selected individually for
execution.
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4.3 Iterating Tests

To diagnose intermittent failures, BIT test groups should be capable of multiple iterations

with a single invocation. This capabi.lity should support both a fixed iteration count and an
indefinite number of repetitions. When indefinite repetition is an option, the test should be
configurable so that an operator-defined failure statistic terminates the iteration. This "stop

on failure statistic" capability should be available even for fixed iteration counts and at a
minimum, should support "halt on first failure."

4.4 Terminating Tests

BITs for which failing to complete is a possibility must be capable of being terminated. An
operator command and a timeout value should both be available to terminate the test. In
addition, any BIT that can be iterated indefinitely must be able to be terminated.

Since terminating a BIT prematurely can leave a system in an unknown and potentially
hazardous state, test termination should be followed by activities that return the system to a
known, operable state.

4.5 Reporting Results

Test completion reports should include summary status ("go" or "no-go") for the test group.
In the event of a failure, the reports should contain more detailed status information. A

detailed status should characterize the failure to at least the LRU level. To support the Repair
of Repairables mission, the detailed status report should characterize the failure to the lowest
level of replaceable components.

In the event that a failure cannot be isolated to a single component, the completion report

should report the set of possibly failed components, in probability order, high to low. Note,

however, that implementing this capability requires detailed design analysis to be performed
for both failure modes and effect and for the installed reliability of components.

Information about test configurations and failure reports should have the ability to be

exported from the system in an open usable and format. They should then be forwarded with
the failed item into the depot repair system.

4.6 Degree of Platform Integration

Designers should consider the degree of platform integration required by the integrated

diagnostics environment when a system is to be installed on a different platform (e.g., lamp
testing of a composite system console by using a single control).
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4.7 Impact of a System Operational Profile on Diagnostics

The operational profile of a system affects the capabilities and relative importance of various

in situ test environments and must be considered in the design of the integrated diagnostics
environment. An operational profile describes the normal operating period for a system, such
as 24 hours a day, 7 days a week, 365 days a year; or for the duration of a normal 2-hour

mission.

For example, if a system has an operating profile to run constantly, without defined

preventive maintenance periods being set aside, the importance and capabilities of the online
test environment must increase dramatically. This is because comprehensive offline tests that
must exist to support the Fault Isolation diagnostic mission, cannot be executed without

affecting the system's operational profile adversely.

Similarly, if the system being analyzed is installed on a vehicle, the vehicle's mission cycle
provides the opportunity for running comprehensive power-up tests relatively frequently.
However, if the vehicle's operational profile contains a "quick launch" requirement, then the

power-up tests must be run in an expedited manner.
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5 Capability Gaps in Integrated Diagnostics

A number of diagnostic capability gaps currently exist in DoD hybrid systems. Some of
these capability gaps appear to be the result of the increasing use of commercial items in
defense systems. Others seem to be the result of considering only faults in the hardware

domain, while the increasingly important area of software health management is ignored.
Some of these capability gaps are addressed below.

5.1 Test Coverage

One continuing challenge is to ensure that an adequate portion of the system is covered by
diagnostic testing environments. With the increasing use of COTS software products, this
coverage may be available only during POSTs and even then, only with cursory coverage.
Another challenge is that offline vendor diagnostics may exist, but may be difficult to
integrate into the overall diagnostics system. If continuous health monitoring is required, then

additional capabilities need to be created to cover the in situ, online diagnostics to satisfy the
Fault Detection and Characterization diagnostic mission.

5.2 Correlating Faults to Failures

As the complexity of computerized systems increases, in-depth knowledge of the
architectures of a system is required to effectively correlate a collection of error reports
(faults) to what is wrong (failures). This shortfall has two aspects: the ability to isolate a
collection of faults to a failed unit or units, and the ability to determine the impact of the
failed unit on system operations.

5.2.1 Ability to Isolate Failures

Diagnostic activities can generate a collection of test failure reports or fault reports. Fault
reports are not always easily correlated to a specific failure. To effectively isolate failures,

operators need information from the system's Failure Modes and Effects Criticality Analysis
(FMECA) as to the number and type of possible failures and an assessment of the likelihood
that a particular fault or pattern of faults represents a failure in a particular component. This
detailed system information is not generally available to anyone but the developing
contractor but is critical to the cost-effective support of the system. Some of this data is
captured in maintenance technical orders, but significant detail can be lost due to inadequate

modeling.
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Systems requirements increasingly specify that some or all FMECA information be

incorporated into the diagnostics environment, but this capability is neither widespread nor
easily achieved.

5.2.2 Determining the Consequence of a Failure

Additional complexity in interpreting the results of diagnostic tests lies in determining if a
failure has operational impact. For systems that have many interfaces, some failures can
clearly be categorized as critical and catastrophic. Other failures can represent components
that are not currently in use or are not critical to the current mission. To effectively determine
the consequence of a failure, operators must have detailed knowledge about the component
that has failed, detailed knowledge about their current mission, and how this component

supports or does not support the mission. It is unlikely that this level of assessment will be

able to be automated in any significant way in the near future.

5.3 Fraction of False Alarms - False Positives

A continuing problem in diagnostic environments is the number of false positive fault reports
or reports of anomalous behavior that do not represent failures. In some cases, resolution of
false positive tests cause significant expense in the logistics support environment, causing the
need for additional spare components to be held in inventory and requiring that repetitive and

often futile detailed testing activities be performed. For example, in some systems the "could
not duplicate" rate of "failed" units exceeds 40% [Neumann 89; Nordwall 86]. Reducing the
fraction of false alarms and false positive, while maintaining a responsive online diagnostic

environment, is a critical but elusive goal for existing and emerging systems.

5.4 Software Health Management

While hardware diagnostic environments have a long history in defense systems, software
diagnostic environments-diagnostic environments that monitor software systems for faults-

are in their infancy. Many of the tools in use for assessing hardware faults, such as FMECA,
are not yet accepted in the software domain. Indeed, due to the large number of both direct

and indirect connections that software systems possess, performing meaningful software
FMECA may not be possible or cost-effective.

There are a number of things that properly architected software systems can to do detect and
report failures. Software can be created to monitor the system at the operating system level,
ensuring that the tasks that are intended to be present actually are. Software components can
maintain activity counters that are monitored to ensure that individual components or threads

of execution do not terminate or become trapped in an infinite loop. Certain classes of
systems can also contain "oracle" applications or software code that models the expected
outcome of dynamic control activities and traps inappropriate behaviors. These oracle
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applications include system resource monitors that can detect, report, and manage impending

overload conditions.

All of these techniques are possible, but are usually outside of the systems engineers'

experience base. Further, several of these concepts are fairly new and may be outside of the

experience of the lead software engineers and architects. Regardless of whether diagnostic

capabilities are implemented by using hardware or software, acquirers should demand that

systems have the capability to be monitored for correct operation and that operational faults

be reported for failure analysis and repair.
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6 Advanced Testing Environments

It's often difficult to diagnose a system failure by examining a collection of fault reports.
Some small failures can generate a large collection of cascading fault reports. Other failures
cannot be uniquely isolated to a single replaceable component, so additional isolation
procedures must be performed. In each of these cases, diagnosing a system failure requires a
deep and detailed understanding of the design, construction, and installation of the system.

Efforts to install this system knowledge in Interactive Electronic Technical Manuals (IETMs)
are ongoing [IETM 05]. The use of IETMs helps solve the problem of out-of-date, incorrect,
or unavailable paper technical manuals. In addition, these and other information bases are
being encoded into expert systems knowledge bases. These diagnostic expert systems are
intended to more quickly and accurately support the complicated process of fault isolation.

Collectively, this area is known as Computer Aided Logistics Support (CALS).

Recently, to improve system operational availability, maintenance focus is changing from a
diagnostic posture to a prognostic one. A prognostic is defined as a "forecast of future
performance and/or condition" [Howard 04]. In order to support prognostic maintenance,
detailed component and system reliability models must be created and maintained. These
models may be augmented with direct measurement data so that they can then drive focused

preventive maintenance activities.
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